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ABSTRACT Multi-class pattern classification has many applications including text 

document classification, speech recognition, object recognition, etc. Multi-class pattern 

classification using neural networks is not a trivial extension from 2-class neural networks. 

This lecture presents a comprehensive and competitive study in multi-class neural 

learning with focuses on issues including neural network architecture, encoding schemes, 

training methodology and training time complexity. This lecture includes multi-class 

pattern classification using either a system of multiple neural networks or a single neural 

network, and modeling pattern classes using One-Against-All, One-Against-One, 

One-Against-Higher-Order, and P-Against-Q. We also discuss implementations of these 

approaches and analyze training time complexity associated with each approach. We 

evaluate six different neural network system architectures for multi-class pattern 

classification along the dimensions of imbalanced data, large number of pattern classes.  


